Clustering with openMosix




Introduction

* Linux Clusters in Pisa
* Why openMosix ?
* What is openMosix?




Linux Clusters
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The cluster applications

e Anubis cluster :QCD simulations full time

e Seth Cluster: QCD simulations, Nuclear
Physics Simulations, Quantum Chemistry




The openMosix Project history

e Born early 80s on PDP-11/70. One full PDP and disk-less PDP,
therefore process migration idea.

e First implementation on BSD/pdp as MS.c thesis.
* VAX 11/780 implementation (different word size, different




What is openMOSIX
(today version 1.5.4)

* Linux kernel extension (2.4.17) for
clustering

* Single System Image - like an SMP, for:
- No need to modify applications




Single System Image Cluster

e Users can start from any node in the cluster, or sysadmin
setups a few nodes as ''login'' nodes

e use round-robin DNS: ‘“hpc.qlusters’ with many IPs




A two level technology

1. Information gathering and dissemination

— Support scalable configurations by probabilistic
dissemination algorithms

- Same overhead for 16 nodes or 2056 nodes




Level 1: Information gathering and
dissemination

e Each unit of time (1 second) each node
gathers and disseminates information
about:




Level 2: Process migration by
adaptive resource management algorithms

. reduce variance between pairs of
nodes to improve the overall performance

migrate processes from a node that

e Parallel File I/0:




Performance of process migration

e CPU: Pentium III 400 MHz
e LAN: Fast-Ethernet
* For reference:

e Times:




Process migration (MOSIX) vs.
static allocation (PVM/MPI)

Fixed number of processes




Migration - Splitting the Linux
process
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The MOSIX File System (MES)

* Not a ‘Real Filesystem’ but a /proc like filesystem

 Provides a unified view of all files and all mounted FSs on
all the nodes of a MOSIX cluster as if they were within a
single file system

 Makes all directories and regular files throughout




The MES File System
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Direct File System Access
(DEFSA)

e I/O access through the home node incurs high overhead

e Direct File System Access (DFSA) compliant file systems
allow processes to perform file operations (directly) in the
current node - not via the home node




DESA Requirements

 The FS (and symbolic-links) are identically
mounted on the same-named mount-points

* File consistency: when an operation is
completed in one node, any subsequent
operation on any other node see the results of
that operation




Global File System (GES) with DESA

e Provides local caching and cache consistency over the
cluster using a unique locking mechanism

e Provides direct access from any node to any storage
entity (via Fiber-channel)




Postmark (heavy FS load)
client-server performance

Access Data Transfer Block Size







Kernel 2.4. API and Implementation

 No new system-calls

 Everything done through /proc




Impact on the kernel

e MOSIX for the 2.2.19 kernel:
— 80 new files (40,000 lines)
— 109 modified files (7,000 lines changed/added)

— About 3,000 lines are load-balancing algorithms




Some Tools

e Some ancillary tools
— Kernel debugger for 2.2. and 2.4
— Kernel profiler




Cluster Installation with
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Cluster Installation

e Various installation options:
1. KI12LTSP (www.kl12ltsp.org)
2. ClumpOs

3. Debian distribution already includes openMosix




Cluster Administration (1)

e UserLand tools for openMosix

— Mosctl for node administration

— Mosrun




openMosix tuning

e 14 parameters to modity openMosix
behaviour (/proc/openMosix/admin/overheads)

e openMosix provides automated




Cluster Monitoring

* Cluster monitor - ‘mosmon’(or
lqtopl)
— Displays load, speed, utilization and
memory information across the cluster.
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Application Fields

(SAN + Cluster) for
parallel file access

— Scalable transaction processing systems

e Scalable web servers:

e Misc. applications




HPC Applications

Demanding applications:

— Protein classification

— Molecular dynamics




Example: Parallel Make

* Assign the next file to the
least loaded node

* A cluster of 52 4- way




People behind openMosix

e Copyright for openMosix, Moshe Bar

e Barak and Moshe Bar were co-project managers of
Mosix until Nov 2001

e Team Members







Current Projects (1)

e Migrating sockets
e Network RAM




Future Plans

e Inclusion in Linux 2.6




So....

openMosix is today still the most advanced HPC clustering option

A file system like NFS is not really an option in a cluster, MFS, pvfs,
GPFS(perhaps) and GFS (...) are.

openMosix is much more open than the predecessor
Over 300 installations already switched to openMosix (some




The future
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Cluster Application

 Amon Cluster : target to ‘industry world’
— Automotive (StarCD,Nastran,Fluent..)
— Databases




New machines to test...

e SuperMicro 6022P (2 2.2Xeon 8Gb RAM
1Gb eth+ 1 100Mb eth)

e New Appro Chassis for AMD Athlon




Qlusters OS



The new QlusterOS

e Commercial Product

e Release 1.0 announcement of Friday 04-19
at Futurshow 1in Bologna




Qlusters OS features (1)

e Based in part on openMosix technology
e Migrating sockets
 Network RAM already implemented

e C(luster parallel Installer,




Qlusters OS features (2)

e New Load Balancer

e Threaded applications migration
e Linux kernel 2.4.18 with (VM by




Qlusters OS features (3)

e Support for migration on Myrinet and
Dolphin networks

e Integration with GFS completed




Qluster Os features (3)

e orid with multiplatform consideration
(recompiles when transferring on a cluster
of different architecture )







QlusterOS Monitor
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Info on Qlusters OS

o Visit the Web site www.qlusters.com

e Ask Moshe Bar ( moshe @moelabs.com)



http://www.qlusters.com/

